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Abstract

Bilevel programming, a tool for modeling decentralized decisions, consists of the objective of the leader at its first level and that of the follower at the second level. Bilevel programming has been proved to be an NP-hard problem. Numerous algorithms have been developed so far for solving bilevel programming problem. In this paper, an attempt has been made to develop an efficient approach based on genetic algorithm. The efficiency of the algorithm is ascertained by comparing the results with Gendreau et al. (J. Global Optimization 8 (1996) 217–233) method.

Scope and purpose

Multilevel programming techniques are developed to solve decentralized planning problems with multiple decision makers in a hierarchical organization. The bilevel programming (BLP) problem is a special case of multilevel programming problems with a two level structure. This problem is an important case in nonconvex optimization, and a leader–follower game in which play is sequential and cooperation is not permitted.

In this paper, we propose a method based on genetic algorithm approach for solving a BLP problem. For solving constrained optimization problem with genetic algorithm, the difficulty is that most of the chromosomes may be infeasible. In the existing methods in the literature, less attention has been provided for this difficulty. By providing some theorems, this matter has been tackled and hence makes the algorithm more efficient than other techniques. © 2002 Elsevier Science Ltd. All rights reserved.
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1. Introduction

Most of the mathematical programming models deal with a single decision maker and a single objective function and are used for centralized planning systems. The bilevel programming (BLP) on the other hand is developed for decentralized planning systems in which the first level is termed as the leader and the second level pertains to the objective of the follower. In the BLP problem, each decision maker tries to optimize its own objective function without considering the objective of the other party, but the decision of each party affects the objective value of the other party as well as the decision space. The linear BLP problem is an optimization model formulated as follows:

\[
\begin{align*}
\text{Max}_x & \quad F(x, y) = c_1 x + d_1 y \\
\text{Max}_y & \quad f(x, y) = c_2 x + d_2 y \\
\text{st.} & \quad A_1 x + A_2 y \leq b, \\
& \quad x, y \geq 0,
\end{align*}
\]

where \( F(x, y) \) is the objective function of the leader and \( f(x, y) \) is the objective function of the follower. Also, \( x \) is an \( n_1 \times 1 \) vector (the variables under the control of first level) and \( y \) is an \( n_2 \times 1 \) vector (the variables under the control of second level). \( A_1 \) is an \( (m \times n_1) \) matrix and \( A_2 \) is an \( (m \times n_2) \) matrix.

The leader imposes his decision on and gets feedback from the follower. The existing methods for solving this problem can be divided into the following categories:

(a) Methods based on vertex enumeration.
(b) Methods based on Kuhn–Tucker conditions.
(c) Fuzzy approach.
(d) Methods based on meta heuristics.

(a) \textit{Methods based on vertex enumeration}: In these methods the basic idea is that vertex points of accessible region for BLP are vertex point for feasible space of the problem, and the optimal solution is one of these vertices.

Falk [1] developed a method on this approach based on Max–Min problem which is a special case of BLP. This method searches the vertex points of the first level problem using the branch and bound approach. Bialas and Karwan [2] presented \( K \)th-best method in which the search process starts from the unaccessible region and terminates as it searches the first vertex point in the accessible region as optimal solution. Bialas and Karwan [3], also proposed a method which starts the search from the vertex point in accessible region, but it may stop in local optima.

Grid search algorithm (GSA) was developed by Bard [4] and bicriteria programming (BCP) developed by Unlu [5] utilizes the concept of bicriteria optimization, for solving the BLP problem. Through counter example, Candler [6], Clark and Westerberg [7], Wen and Hsu [8], Ben-Ayed and Blair [9], and Marcotte and Savard [10] showed that pareto optimality in bicriteria and optimality in BLP are two different concepts.

Hansen et al. [11] developed a branch and bound-type algorithm that word not based on the Kuhn–Tucker conditions, but instead tried to determine which of the constraints were binding and which of the follower’s variables were equal to zero at the optimal solution.
They showed that, this algorithm was efficient against branch and bound algorithm developed by Bard and Moor [12].

(b) *Methods based on Kuhn–Tucker conditions:* In these methods, the second level problem is replaced by the Kuhn–Tucker optimality conditions, yielding a one-level optimization problem with complementarity constraints. Hence, the problem transfers into a single objective with complementary constraints.

Fortuny-Amat and McCarl [13], for solving this kind of problems, converted the complementary constraints to linear one by adding some binary variables. Bialas and Karwan [2], developed parametric complementary pivot (PCP) algorithm by transferring the problem into a single objective in which the objective function of the first level is augmented into the set of constraints as follows:

\[ c_1 x + d_1 y \geq \alpha \]

and thereby the problem becomes linear complementary problem (LCP). If this problem is feasible, by increasing \( \alpha \), a better solution can be obtained. If at any iteration the LCP becomes infeasible, then the last feasible solution is considered to be the solution of the problem according to this method. Judice and Faustino [14] developed a sequential LCP algorithm for solving the BLP problem by using a hybrid enumerative method. They showed that, this algorithm performed quite well for the solution of small and medium scale, but it cannot solve some problems. Bard and Moore [12], presented the branch and bound method for solving this problem. White and Anandalingam [15], Anandalingam and White [16], solved the problem by introducing a penalty function to satisfy the complementary constraints.

(c) *Fuzzy approach:* Shih et al. [17] suggested a fuzzy approach by defining the membership function for the objective functions of two levels and the variables related to top level decision maker, but they ignored the noncooperative principle of the decision makers. Sakava and Nishizaki [18] have defined membership function only for the objective functions of two levels. Also they have extended the variation domain of objective functions.

(d) *Methods based on meta heuristics:* In this category, Mathieu et al. [19] developed a genetic algorithm based bilevel programming algorithm (GABBA). In this method, the leader’s decision vector is generated and the follower’s reaction is obtained from the solution of a linear programming problem. It is different from the usual genetic algorithms because they only use mutations. Also, in this method the search space is expanded considerably. The reason is that, each feasible chromosome represents an accessible solution, but not necessarily an extreme point.

Sahin and Cirit [20] presented an algorithm based on simulated annealing. The main idea is to fuzzify the problem in order to expand the search area and adopt the search randomly using Markov chains. They solved a few small size problems which seem to be inefficient with respect to time. For example, in the first problem with three variables and five constraints, the algorithm took 44 s to solve. This algorithm was capable of solving any BLP problem i.e., linear, nonlinear or integer.

The other method in this category, is a hybrid tabu-ascent algorithm (HTA) which is developed by Gendreau et al. [21]. The basic idea in this method is to use the concept of penalty function for finding the initial solution as well as for improving the existing solution. Also, it applied a Tabu-ascent algorithm for moving from a point of accessible region to another point of this set.
In the present paper, we propose a method based on the genetic algorithm in which each feasible chromosome represents a vertex point of accessible region and thereby reduce the search space significantly. In the following pages, in Section 2, we first provide basic concepts of GA for solving BLP problem. The GA algorithm for solving BLP problem has been presented in Section 3. Computational experiences have been discussed in Section 4. Finally, we concluded the paper in Section 5.

2. Genetic algorithm for solving the BLP problem

In this section, basic concepts and necessary theorems for the development of the algorithm are discussed. First of all Kuhn–Tucker conditions for the second level problem are derived and then problem (1) is transferred into a single level problem of the form

\[
\begin{align*}
\text{Max} \quad & c_1x + d_1y \\
\text{s.t.} \quad & A_1x + A_2y + u = b, \\
& zA_2 - v = d_2, \\
& uz = 0, \quad v'y = 0, \\
& x, y, u, v \geq 0.
\end{align*}
\]  

(2)

We now propose a genetic algorithm to solve problem (2). It is assumed that the problem consists of \( m \) constraints and the decision maker of the second level has \( n_2 \) variables under its control.

In the proposed algorithm, each chromosome is represented by a string consisting of \( m + n_2 \) binary components. The first \( m \) components are associated with the vector \( z \) and the remaining \( n_2 \) components are associated with the vector \( v \). For example, in a BLP problem if \( m = 5 \) and \( n_2 = 6 \), then the following string is a typical chromosome for this algorithm:

\[
\begin{array}{c}
\underbrace{01011}_{m=5} \underbrace{010011}_{n_2=6}
\end{array}
\]

This chromosome, according to the following rule, transforms problem (2) into problem (3).

If the value of the \( i \)th component corresponding to \( z_i \) is equal to zero, then the variable \( z_i \) is also equal to zero. In addition, its complementary variable \( u_i \) is greater than or equal to zero, otherwise \( z_i \) is greater than or equal to zero and its complementary variable \( u_i \) is equal to zero. On the other hand, if the \( j \)th component corresponding to the variable \( v_j \) is zero, then the value of variable \( v_j \) is equal to zero and its complementary variable \( y_j \) is greater than or equal to zero, otherwise \( v_j \) is greater than or equal to zero and its complementary variable \( y_j \) is equal to zero.

This rule is applied with each chromosome for the simplification of problem (2). The simplified problem is as follows:

\[
\begin{align*}
\text{Max} \quad & c_1x + d'_1y' \\
\text{s.t.} \quad & A_1x + A'_2y' + u' = b, \\
& z'A'_2 - v' = d_2, \\
& x, y', z', u', v' \geq 0.
\end{align*}
\]  

(3)
In problem (3), \( y', u', z' \) and \( v' \) are the variables of \( y, u, z \) and \( v \) that are greater than or equal to zero. Also, \( d'_1 \) is the component of \( d_1 \) associated with \( y' \). The columns of the matrices \( A'_2 \) and \( A''_2 \) are the columns and rows of \( A_2 \) which are associated with the variables \( y' \) and \( z' \), respectively.

For example, if “01010” is a chromosome of the proposed GA then problem (A) is transferred into problem (B) by this chromosome, as follows:

Max \( c_1 x + c_1 d_{11} y_1 + c_2 d_{12} y_2 \)

s.t. \( a_1 x + a_{11} y_1 + a_{12} y_2 + u_1 = b_1, \)
    \( a_2 x + a_{21} y_1 + a_{22} y_2 + u_2 = b_2, \)
    \( a_3 x + a_{31} y_1 + a_{32} y_2 + u_3 = b_3, \)
    \( a_{11} z_1 + a_{21} z_2 + a_{31} z_3 - v_1 = d_{21}, \)
    \( a_{12} z_1 + a_{22} z_2 + a_{32} z_3 - v_2 = d_{22}, \)
    \( u_1 z_1 = 0, \quad u_2 z_2 = 0, \quad u_3 z_3 = 0, \)
    \( y_1 v_1 = 0, \quad y_2 v_2 = 0, \)
    \( x, y, u, v, z \geq 0. \)

\( (A) \)

Max \( c_1 x + c_2 d_{12} y_2 \)

s.t. \( a_1 x + a_{12} y_2 + u_1 = b_1, \)
    \( a_2 x + a_{22} y_2 = b_2, \)
    \( a_3 x + a_{32} y_2 + u_3 = b_3, \)
    \( a_{21} z_2 - v_1 = d_{21}, \)
    \( a_{22} z_2 = d_{22}, \)
    \( x, y_2, u_1, u_3, z_2, v_1 \geq 0. \)

\( (B) \)

Solution of problem (3), if it exists, is an accessible solution for BLP and the optimal value of the objective function is the fitness value for this chromosome. The difficulty is to solve problem (3) for obtaining accessible and inaccessible chromosomes. To overcome this difficulty, problem (3) can be decomposed into two separate problems as follows:

\( z' A''_2 - v' = d_2, \)
\( z', v' \geq 0. \)

Max \( c_1 x + d_1' y' \)

s.t. \( A'_1 x + A'_2 y' + u' = b, \)
    \( x, y', u' \geq 0. \)

\( (5) \)

This decomposition is allowed, because problems (4) and (5) do not have common variables. Problem (4) is solved first. If this problem is infeasible, then the chromosome is inaccessible,
otherwise problem (5) is solved. If this problem is infeasible, then the chromosome is unaccessible, otherwise, the chromosome is accessible and the optimal value of the objective function of (5) is the fitness value of the chromosome.

The following theorem helps us to find a way to search and evaluate the vertex points of accessible region of BLP.

**Theorem 1.** If the optimal solution of the simplified problem by each chromosome exists, then this solution is a vertex point of accessible region of the BLP problem.

**Proof.** Suppose that the optimal solution of (3) is \((x_0, y'_0, u'_0, z'_0, v'_0)\). This solution satisfies the Kuhn–Tucker conditions for the second level problem. Then, this solution is accessible for BLP. The solution \((x_0, y'_0, u'_0)\) is an optimal solution of problem (5) and hence is a basic feasible solution to this problem. On the other hand, the columns of the matrices \(A_1, A_2\) and coefficient of \(u'_0\) associated with the nonzero variables are linearly independent. Also, \((x_0, y_0, u_0)\) is a feasible solution for the set of \(S = \{A_1x + A_2y + u = b; x, y, u \geq 0\}\). The corresponding components of \(y_0\) and \(y'_0\) are equal and the remaining components of \(y_0\) are equal to zero. The same argument is true for \(u_0\) and \(u'_0\). The columns of \(A'_2\) are the subset of the columns of \(A_2\), therefore the columns of \(A_1, A_2\) and a coefficient of \(u_0\) associated with nonzero components of \((x_0, y_0, u_0)\) are linearly independent. As a result, this solution is a basic feasible solution for \(S\) (i.e., it corresponds with a vertex point of \(S\)). But, the set of accessible solutions of BLP is a subset of \(S\). Consequently, this solution is the vertex point of accessible region of BLP.

Another difficulty is with the complexity of the algorithm, which increases the CPU time. This is because very often unaccessible solutions are repeatedly generated. To distinguish this point, at least problem (4) has to be solved. Theorems 2 and 3 are proved for decreasing this complexity. By applying Theorems 2 and 3, there will be no need for solving problems (4) and (5).

**Theorem 2.** For an unaccessible chromosome \(p\), if problem (4) corresponding to it is infeasible, and the zero components of \(p\) corresponding to any chromosome (say \(p_1\)) is zero, then \(p_1\) is also unaccessible.

**Proof.** Let problem (4) associated with chromosome \(p\) be

\[
\begin{align*}
z'A''_2 - v' &= d_2, \\
z', v' &\geq 0. \tag{6}
\end{align*}
\]

For simplicity, we can write (6) as

\[
\begin{align*}
A_2w &= d_2, \\
w &\geq 0. \tag{7}
\end{align*}
\]
Let problem (4) associated with chromosome \( p_1 \) be
\[
A'w = d_2, \\
w \geq 0.
\] (8)
where the nonzero columns of \( A' \) are a subset of nonzero columns of \( A \). We know that problem (7) is infeasible, so problem (8) is also infeasible. Therefore, \( p_1 \) is unaccessible. \( \square \)

**Theorem 3.** For unaccessible chromosome \( p \), if problem (5) corresponding to it is infeasible, and for unity components of \( p \), the corresponding one in any chromosome (say \( p_1 \)) is 1, then \( p_1 \) is also unaccessible.

**Proof.** Let the feasible space of problem (5) associated with chromosome \( p \) be
\[
A_1x + A'_2y' + u' = b, \\
x, y', u' \geq 0.
\] (9)
For simplicity, we can write (9) as
\[
Aw = b, \\
w \geq 0.
\] (10)
Let the feasible space of problem (5) associated with chromosome \( p_1 \) be
\[
A'w = b, \\
w \geq 0,
\] (11)
where the nonzero columns of \( A' \) are a subset of nonzero columns of \( A \). We know that problem (10) is infeasible, so that problem (11) is also infeasible. Therefore \( p_1 \) is unaccessible. \( \square \)

For applying the above theorems, two groups of chromosomes are preserved. The first group (say \( G_1 \)) consists of some chromosomes such that their corresponding problem (4) is infeasible and also they have more components of 1. The second group (say \( G_2 \)) consists of some chromosomes such that their corresponding problem (5) is infeasible and that they have more components of zeros. For each generated chromosome:
(a) If for zero components in one of the \( G_1 \) chromosomes corresponding components in the generated chromosome are zero, then this chromosome is infeasible.
(b) If for unity components in one of the \( G_2 \) chromosomes corresponding components in the generated chromosome are 1, then this chromosome is infeasible.

Now, we are concerned with the chromosomes, which are repeatedly generated. To avoid unnecessary computation, the accessible chromosomes are preserved in a list and the generated chromosomes are checked with this list. If the generated chromosome already exists in the list, then problems (4) and (5) are not required to be solved.
3. The steps of proposed GA

The algorithm consists of the following steps:

Step 1: Generating the initial population. The initial population consists of a set of accessible chromosomes. For generating these chromosomes, the following problem is solved:

\[
\begin{align*}
\text{Max} \quad & r^T x + d^T y \\
\text{s.t.} \quad & A_1 x + A_2 y \leq b, \\
& x, y \geq 0,
\end{align*}
\]

(12)

where \( r \) is a random vector. By changing the components of \( r \), the optimal solution also changes, but the optimality conditions hold for \( d^T y \). These solutions are vertex points of the accessible region. These solutions are converted into chromosomes and the value of the objective functions of the first level is used for fitness value of each chromosome. After generating such sufficient chromosomes, go to step 2.

Step 2: Crossover. In this step, first, a random number \( P_c \in [0, 1] \) is generated. This number is the percentage of the population on which the crossover is performed. Then, two chromosomes are selected randomly from the population as parents. Children are generated using the following procedure:

Random integer \( c \) is generated in the interval \([1, l - 1]\), where \( l \) is the number of components of a chromosome \((l = m + n_2)\). The \( c \)th first components of the children are the same components as the respective parents (i.e. the first child from the first parent and the second child from the second parent). The remaining components are selected according to the following rules:

(i) The \((c + i)\)th component of the first child is replaced by the \((l - i + 1)\)th component of the second parent (for \( i = 1, 2, \ldots, l - c \)).

(ii) The \((c + i)\)th component of the second child is replaced by the \((l - i + 1)\)th component of the first parent (for \( i = 1, 2, \ldots, l - c \)).

For example, by applying the proposed operator for the following parents, and assuming \( c = 5 \), we obtain the following children:

<table>
<thead>
<tr>
<th>Parents</th>
<th>Children</th>
</tr>
</thead>
<tbody>
<tr>
<td>10110 1100</td>
<td>10110 0100</td>
</tr>
<tr>
<td>11010 0010</td>
<td>11010 0011</td>
</tr>
</tbody>
</table>

Note that the proposed operator generates chromosomes with more variety in comparison with the standard operators CX and PMX, because this operator can generate different children from similar parents, whereas as but CX and PMX cannot.

If each new chromosome is not recognized as unaccessible by applying Theorems 2 and 3 and it has not been generated already, as accessible, then it is evaluated with problems (4) and (5) for feasibility and fitness value. The crossover operation continues for \( P_c \) percent of the population.

Step 3: Mutation. In this step, first, a random number \( P_m \in [0, 1] \) is generated. This number is the percentage of population on which the mutation is performed. Then one chromosome is selected randomly from the population. An integer random number \( u \) is generated in the interval
where \( l \) is the length of the chromosome \((m + n_2)\). For generating the new chromosome, the \( u \)th component is changed to 0, if it was initially 1 and to 1 if it was initially 0.

If by applying Theorems 2 and 3, the new chromosome is not recognized as unaccessible and it has not been generated already, as accessible, then it is evaluated with problems (4) and (5) for feasibility and fitness value. In case the changed component was initially 0 then problem (4) would be feasible and only problem (5) needs to be considered. The mutation operation is performed for \( P_m \) percent of the population.

**Step 4: Selection.** If the number of generated races are sufficient then we proceed to the next step, otherwise we arrange the chromosomes of the present population and the chromosomes that are generated in this iteration in the descending order of fitness value.

A population corresponding to the size of the original population is selected from the top of the list. This is considered as the new population.

**Step 5: Termination.** The best generated solution which has been recorded in all iterations in the earliest time is reported as the solution for BLP problem by GA algorithm.

### 4. Computational experiences

In order to test the efficiency of the proposed GA method against HTA method and estimate some parameters of GA method, a series of different sizes of problems which were randomly generated was solved. The components of \( A_1 \) and \( A_2 \) are generated randomly in the interval \([-35, 20]\). The coefficient of the first and second level variables associated with the first level objective function are randomly generated in the intervals \([1, 30]\) and \([-30, -1]\), respectively. Moreover, the coefficient the the second level variables associated to the second level objective function is randomly generated in the interval \([1, 50]\).

All computations in Sections 4.1 and 4.2 were performed on a pentium II 400 MHz using the Turbo C++ v.3.1 compiler. LINDO software was used as a subroutine for solving LP problems.

In Section 4.3, computations were performed on a pentium II 400 MHz using the GAMS 2.25 compiler, and MINOS 5 was used for solving LP problems.

#### 4.1. Suitable population size

For obtaining suitable population size, four groups of different size problems were solved. The population sizes were considered as 3, 4, ..., 10, 15 chromosomes. Ten unaccessible chromosomes for each problem were preserved for applying Theorems 2 and 3. Termination time was fixed for 200 s. The average CPU arrival time for the solutions is shown in Table 1.

In Table 1, it is observed that for problems 1–4, the best population sizes are 5, 7, 8, and 8, respectively. The best population size increases with the size of the problem, where as the rate is low.

#### 4.2. Appropriate number of unaccessible chromosomes for applying Theorems 2 and 3

Ten problems solved with different sizes and population sizes of 3 and 5 in order to generate 50 races while retaining different number of unaccessible chromosomes for applying Theorems 2 and 3. Results are presented in Table 2.
Table 1
Relationship between population size and CPU time (s)

<table>
<thead>
<tr>
<th>Prob. no.</th>
<th>Prob. size ( m-n1-n^2 )</th>
<th>Population sizes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>10–8–5</td>
<td>2.26</td>
</tr>
<tr>
<td>2</td>
<td>10–5–10</td>
<td>4.35</td>
</tr>
<tr>
<td>4</td>
<td>20–5–10</td>
<td>29.14</td>
</tr>
</tbody>
</table>

Table 2
Relationship between CPU time and the number of the preserved unaccessible chromosomes

<table>
<thead>
<tr>
<th>Prob. no.</th>
<th>Prob. size ( m-n1-n^2 )</th>
<th>No. of unacce. chro. to be preserved</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( P^a-N^b )</td>
</tr>
<tr>
<td>1</td>
<td>6–2–4</td>
<td>3–50</td>
</tr>
<tr>
<td>2</td>
<td>7–3–5</td>
<td>3–50</td>
</tr>
<tr>
<td>3</td>
<td>8–4–5</td>
<td>3–50</td>
</tr>
<tr>
<td>4</td>
<td>8–3–6</td>
<td>3–50</td>
</tr>
<tr>
<td>5</td>
<td>8–3–7</td>
<td>3–50</td>
</tr>
<tr>
<td>6</td>
<td>9–4–7</td>
<td>3–50</td>
</tr>
<tr>
<td>7</td>
<td>10–4–7</td>
<td>5–50</td>
</tr>
<tr>
<td>8</td>
<td>10–3–8</td>
<td>5–50</td>
</tr>
<tr>
<td>9</td>
<td>12–3–7</td>
<td>5–50</td>
</tr>
<tr>
<td>10</td>
<td>10–5–10</td>
<td>5–50</td>
</tr>
</tbody>
</table>

\( P \) is population size.
\( N \) is the number of races to be generated.

In this table, CPU time of the algorithm decreases with an increase in retaining unaccessible chromosomes, up to a certain amount and beyond that level the CPU time remains stationary. This amount is less for small problems and is more for larger problems.

If the memory of the computer is not a constraint then retaining more unaccessible chromosomes will not affect the efficiency of the algorithm.

4.3. Comparing the proposed GA with HTA method

HTA method is presented by Gendreau et al. [21]. The basic idea in this method is to use the concept of penalty function for finding both the initial solution as well as the improvement of the existing solution.

HTA is composed of three main building blocks: the start-up phase designed to produce a good initial solution, the local ascent phase which is the reverse implementation of the startup phase, and the Tabu phase for moving away from the current, locally optimal solution and improving it if possible.
In the initialization phase, the second level problem is replaced by the Kuhn–Tucker optimality conditions, yielding a one-level optimization problem with complementarity constraints. Then, as in Anandalingam and White [16], the complementarity constraints are penalized to obtain the linear constrained program as follows:

\[
\begin{align*}
\text{Max}_{x, y, z} & \quad c_1 x + d_1 y - M[(zA_2 - d_2)y + z(b - A_1x - A_2y)] \\
\text{s.t.} & \quad A_1x + A_2y \leq b, \\
& \quad zA_2 \geq d_2, \\
& \quad x, y, z \geq 0.
\end{align*}
\] (13)

Whenever \( M \) is sufficiently large, the penalty is similar in the sense that problem (13) and the original BLP (1) admit the same solution sets.

If an optimal dual vector \( z \) was known a priori, then (13) would reduce to a standard linear program. In this method, \( z \) is estimated in a simple way by solving the dual vector of the lower level problem for a given \( x \). The penalized problem is then solved with respect to the \( x \) and \( y \)-variables. If the resulting vector \( y \) is not in the rational reaction set of \( x \), the penalty parameter \( M \) is increased and the procedure is repeated. Otherwise \((x, y)\) is the initial solution for the algorithm.

The Tabu phase is to determine from a point \((x^0, y^0)\) another point \((x^+, y^+)\) in the accessible region such that, once the Tabu phase is successfully completed, the local ascent phase is used for improving \((x^+, y^+)\) solution. If the Tabu phase fails to discover a solution, then the overall procedure halts.

In this paper, the proposed algorithm is compared with HTA method. The comparison is based on computational efficiency and quality of the solution. The computational efficiency is measured in terms of CPU time in seconds and the quality of the solution is measured by

\[
\Delta_{GA} = \frac{F^* - F_1}{F^*} \quad \text{and} \quad \Delta_{HTA} = \frac{F^* - F_2}{F^*}
\]

where \( F^* \) is the upper bound of the leader’s function, \( F_1 \) and \( F_2 \) are the values obtained by GA and HTA algorithm for a leader’s function, respectively. Also, \( \Delta_{GA} \) and \( \Delta_{HTA} \) are the relational deviations from the optimal solution.

Table 3
Results obtained by the proposed GA and HTA

<table>
<thead>
<tr>
<th>Prob. no.</th>
<th>Prob. size ( m-n1-n2 )</th>
<th>Proposed GA</th>
<th>HTA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( E(\text{CPU}) ) (s)</td>
<td>( \Delta_{GA} )</td>
<td>( E(\text{CPU}) ) (s)</td>
</tr>
<tr>
<td>1</td>
<td>50–35–40</td>
<td>119.40</td>
<td>0.0</td>
</tr>
<tr>
<td>2</td>
<td>100–75–75</td>
<td>368.20</td>
<td>0.0</td>
</tr>
<tr>
<td>3</td>
<td>150–125–75</td>
<td>751.00</td>
<td>0.307</td>
</tr>
<tr>
<td>4</td>
<td>150–250–150</td>
<td>694.25</td>
<td>0.439</td>
</tr>
<tr>
<td>5</td>
<td>200–150–100</td>
<td>1171.75</td>
<td>0.987</td>
</tr>
</tbody>
</table>
For comparing the two algorithms, five groups of problems with different sizes are solved by both the methods and results, which are presented in Table 3. For each group, 5 problems have been solved.

It is observed that $\Delta_{GA}$ is equal to zero for the first two groups and it is greater than $\Delta_{HTA}$ for other groups, but the difference is less. The proposed GA has solved four groups of problems faster than the HTA method on the average, while only HTA solved the third group faster than the proposed GA method from computational efficiency point of view.

5. Conclusion

Meta heuristic methods are presented for reducing computational complexity. These algorithms seem to be efficient to solve BLP, which is an NP-hard problem.

The main purpose of this paper is to present a method based on genetic algorithm approach. To this end, Kuhn–Tucker conditions for the second level problem are derived and then the BLP problem is transferred into a single level problem with complementary constraints. Then, the genetic algorithm is employed to solve the transferred problem. For simplification of the computations, some theorems have been proved and an operator for crossover has been suggested.

Empirical results showed that the proposed GA against HTA is efficient from computational point of view and the quality of solutions are almost the same for both the methods.
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